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Outline

● Kubernetes
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Kubernetes

● Benefit: scalability & flexibility
● Over 50% of Fortune 100 companies have adopted 

Kubernetes

Control plane

Data plane
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Security Challenges

Misconfiguration/
Vulnerabilities

Crypto Mining or 
Data Theft
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Incident Response Challenges

Limited Visibility: 
Ephemeral, No 

EDR/Logs 

Complex: Multi-Layered 
Attack Surface + 

Autoscaling
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Attack Scenario: Example

EKS

AWS

Node

mysql nginx S3

EC2

Initial Access

podpod

Misconfiguration: host 
FS accessible from podMisconfiguration: High 

priv role assigned to Node
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Demo
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Guard Duty Alert
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Incident response in Kubernetes

● Important Logs
● Disk forensics
● Memory forensics 
● Live forensics
● Container checkpointing
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Important Logs

E.g., Suspicious API calls, details, errors

E.g., Actions on cluster (Creating new privileged Role)

E.g., Authentication patterns (IAM/RBAC)

E.g., Node/Pod operations on cluster (e.g., node life cycle events)

E.g., when/where Pods are assigned & run (Identify all scheduling 
activity on Nodes)
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Important Logs

● Cloud infra logs :
○ cloudtrail (e.g., managing clusters)
○ Net -flow logs
○ DNS logs
○ Guard Duty alerts

● Pod/Node logs : 
○ Node/Pod logs (process executions, Syslogs) 
○ Application logs: Web Server logs
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Attack Scenario: Example - Log sources

Initial 
Access

Application 
Vulnerability

Execution
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Script

Privilege 
Escalation

HostPath 
Mount

Lateral 
Movement

Add SSH key 
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ssh to it

Discovery

List 
Nodes/Pods

Discovery

List Roles/
Policies/EC2/
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Data 

Collection

Download S3 
Files

Web Server 
logs

S3 Access Logs

Pod logs Pod logs CloudtrailNode logs K8 API server 
logs
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Disk Forensics

Timeline

Sus pic ious  
V M

Dis k 
s naps hot

Forens ic s  
V M

C reate dis k 
s naps hot Attac h to V M Run plas o Analy ze

C ontainer 
explorer

Mount
c ontainer

Run plas o

https://github.com/log2timeline/plaso
https://github.com/google/container-explorer
https://github.com/google/timesketch

https://github.com/log2timeline/plaso
https://github.com/google/container-explorer
https://github.com/google/timesketch
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Disk Forensics: Node
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Disk Forensics: nginx 
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Disk Forensics: Timesketch
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Memory Forensics

● Each pod runs as a child process of containerd -shim
● APT like attacks

○ process injection
○ rootkits
○ process dump & analysis
○ encryption keys

● Best practice:
Collect memory from Node

● Challenge: volatility profile
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Live Forensics: kubectl

● Kubectl: Tool for communicating with k8 control plane
● Possible but data collection for offline analysis is a better 

practice
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Container Checkpointing

● Create stateful copy of a running container & restore it later 
in forensics lab

● Support: Kubernetes v1.25 
● checkpointctl inspect 

<snapshot -name> –all
○ Process tree
○ Open sockets
○ Open files
○ …
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