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Abstract

Computer security incident response teams need to traatteints as
they develop. To support day-to-day operations, teams tweed able to
generate quick overviews of ongoing incidents, and theyt tnoeisupported
in their daily work by automating as much routine work as paes AIRT
is a web-based system to provide incident tracking capisilio computer
security incident response teams. Its design goals ind¢tugeovide a com-
prehensive incident management console, ability to guiakkociate exter-
nal teams with IP addresses, the ability to record an intioleB0 seconds
after receiving it, provisions for PGP signed mail, and moiéis paper
presents AIRT, its goals, architecture and its functidpali

1 Introduction

The increasingly hostile nature of the traffic flowing over thternet has prompted
many organization to rethink their computer and networkuggcpolicies, and
to establish formal computer security incident responaemge(CSIRTS). While
guidelines for establishing new teams are well documerdedain aspects lack
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adequate attention. While most authors pay attention tonédeel for organiza-
tional embedding, proper documentation of incident respgirocedures, well-
established workflows, etc., one aspect that regularly doeget sufficient at-
tention is the way that procedures and workflows are supgpdryeinformation

systems.

New teams are often required to adopt a corporate standancféflow mon-
itoring and help desk ticketing. Teams that are not bounduay sequirements
usually set out to evaluate several workflow engines anddeslpticketing appli-
cations, and find that while most of the choices are acceptabkither workflow
support, or helpdesk functions, computer security indidlesponse teams have
additional requirements.

In this paper we outline a new web-based information sysketmhay be used
by incident response teams to manage incidents, assessngvsituations and
formulate and implement incident response tactics. Theesy$ias been devel-
oped with the support of SURFnet, and is currently in useiwi8URFnet-CERT
and several of its constituency members. The goal of theepreyas todesign,
develop and document a support system for computer seauitient response
teams that would function as a basic "operations consok&’humber of require-
ments were formulated:

¢ Interoperability with existing tools and programs must bsgble

Open development model and software license

Web-based user interface

Focus on small to medium-sized incident response teams(@pa inci-
dents per day)

Ability to create an incident record in less than 30 secorit#s aeception
of an incident report.

Additionally, all software that was developed has well-dimented and flexi-
ble interfaces for dealing with existing applications andls.

For partial ensurance of the interoperable nature of thécgtion, the devel-
opment model that was chosen is open in many different sefisies word. First,
it is open because all interfaces with the system are doctedeand documen-
tation is freely available to anyone who is interested. &dcohe development
model is open because the program will be distributed as $oftsvare. One of



the properties of Free Software is that code must be madiableafreely. Lastly,
the project is open because bugs, feature requests and tiguelopment will be
discussed openly via a community website

To ensure as much flexibility in the way that end-users ictenath the ap-
plication as possible, the choice was made for a web-basadinterface. The
web-based user interface consists of two parts: a grapuszl interface using
HTML for human users and a machine-usable web servicedacter

Large incident response teams, especially those that péarote of coordina-
tion center, are dealing with vast information flows. Mosthadt information will
be transported in the form of email, but additional flows anaginable too. With
the exception of the larger Internet Service Providers aackibone operators
most teams do not require provisions for such volumes. Asualtrelevelopment
focuses on a system for small and medium-sized incidenbresspteams. By
this, we mean incident response teams that have an inciddnmne of at most
two hundred and fifty incidents per day.

To reduce the workload of incident handlers, we have set ta that an
incident must be created within less than half a minute freagption. The point
that an incident is received is considered to be the poimstr dfte handler has
successfully logged in to the system, and has taken knowlefighe nature of
the incident. In other words, in case of an incident that jporeed via email, we
consider reception of the incident the point where the ehwslbeen read, rather
than the point where it has been delivered to a mailbox.

In the following sections, we will discuss AIRT, the Appltaan for Incident
Response Teams. In Section 2, we discuss the architecturar gfolution, the
technology that is used and some implementation detailSettion 4, we outline
how using AIRT is experienced by the teams that have workéll yiand what
the principal benefits are. Section 5 briefly discussesaelatitiatives and in
Section 6, a number of planned extensions are outlinedll¥;isaction 7 contains
the summary and conclusions of this paper.

2 AIRT

Before the active development of AIRT started, a number aigieobjectives
were set. The most important ones were that the system sheailel well enough
to still be usable when the team handles up to one hundredeints a day and
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that processing an incident should be easy and fast. As &mnudtfact, teams
that now use AIRT confirm that volumes that exceed these ntsyd®enot pose
problems, and that incident creation takes less than haihate as was stated as
a goal.

AIRT is designed around the concept of an incident. Incislan¢ categorized
by an incident type, an incident state, an incident statash@ve some kind of
log information attached to them. Each incident affects sdfhaddresses, and
can be associated with one or more persons. IP Addressesramef petworks,
which belong to constituencies and each constituency igethby constituency
contacts.

A basic premise of AIRT is that everything you see should b&amizable
by the team that uses the application. In other words, althagacteristics of an
incident, as well as networks, constituencies and comstdy contacts must be
fully configurable. As mentioned, incidents are charazggtiby an incident type
(e.g., copyright, ddos, virus, compromise, spam, portsetm), an incident state
and an incident status. AIRT has been developed as an opé&oadiom, which
when it matures, must be able to communicate directly witleoAIRT instances.
The benefits of this are obvious, as it eliminates the neelddoran users to copy
and paste incident details into mail messages, and theveza#ithe message to
do the same thing over again.

By incident status, we mean a simple label which is meant todmemuni-
cated with other teams (or end-users) and reflects the léwattivity that can
be expected of the team. AIRT is shipped with three defaatest open, closed
and stalled. The incident state represents a phase in graahtworkflow of the
team, and it is not meant for communication to external teddframple states are
inspection requested, inspected, blocked, forwarded, \&thile the distinction
between state and status might appear to be a mostly theadretie, it has been
proven to be very useful. For example, UvT-CERT uses it talaty generate
router configuration files based on the criteria that alldeais with status open
or closed and which are in the state blocked must be nulecbut

By associating incidents with IP addresses, and providifJAvith the knowl-
edge of networks, constituencies and constituency cantéiotling the correct
team to complain to becomes a very easy process. In theisiudtUvT-CERT,
which coordinates incident response for a university whia$ five schools which
all have decentralized computing, finding the appropriaes@gn became very
easy, as shown in figure 1.

When a network is not yet known to AIRT, it will attempt to findcantact
viawhoi s queries. Unfortunately, differemthoi s servers are still inconsistent
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Detailed information for host ig0213.uvt.nl

Search results for the following host:

IP Address : 137.56.127.213

Hostname : 1gB213.uvt.nl

Netwark ¢ Infolab users (137.56.127.192/26)
Constituency : Infolab, {Dept Information Management)

Constituency Contacts

Name Email Phone
Leune, Kees c.j.leune@uvt.nl +31 13 466 2688

Figure 1: Finding constituency and constituency contacafolP address

in the way that information is presented, which makes autmnparsing of the
search results often a difficult problem.

3 Architecture

AIRT has been designed and implemented as an open systemvelitdefined

interfaces. It is possible to interact with the system viawdtitwde of channels.
The most common interface is the HTML-based interface widalsed by users
with web browsers. In addition to the HTML interface, AIRBalprovides a web
services interface. Web services technology implemersvision of service-
oriented computing, which is a new software design philbgoghich strives
to make web-based applications self-describing, looselypked and distributed
applications. Lastly, AIRT provides a command line integfa

The web services interface allows AIRT to interact with otbata sources
and provides an extension mechanisms for plugins and eatteaftware. The
web services interface is also used by command line interdacd by the import
gueue, which will be discussed later.

Figure 2 shows a graphical representation of the AIRT agchite. Centrally
located is AIRT-Core, which provides all the basic functbty of the system re-
lated to incidents, users, mail templates, etc. AIRT corebminteracted with via
the web services interface and via the HTML interface. Tharéglso shows two
extension mechanisms. The first mechanism is the event mischaAll AIRT
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Figure 2. AIRT reference architecture

operations will generate events before and after they areutad. Via the config-
uration files, it is possible to catch these events and addi@waia operations to
them. The event mechanism is meanekendAIRT functionality. The second
mechanism consists of a number of predefined local hookshadan be used to
modifyAIRT functionality.

3.1 Import queue

As mentioned before, the web services interface is usedéyrthort queue. The
AIRT import queue aims to collect structured data from hegeneous sources
and semi-automatically import it into the AIRT system. Thgport queue con-
sists of an import command line interface, a number of implbetrs and a queue
visualizer. Assume that an upstream team is able to genaegsages containing
structured content. A prime example of this are the repams by the MyNet-
watchman project. These messages are received and paraedaifilter, which
delivers them to the AIRT importer. If the message is parsetessfully, the
relevant data is extracted from it and placed in the database

Next, an AIRT user can inspect the queue and determine whetm®st each
report should be accepted as a new incident. The import giseurgelligent
enough to handle multiple reports about the same sourcessidif the importer
finds an open incident in the database with a correspondings@address, it will



AIRT Import queue

Decision Sender Constituency IP Address Details
!Accept ¥ MyNetWatchman example 10.2.45.12  details

Process | Refresh I

Figure 3: AIRT import queue

offer the ability to import the additional logging into thgisting incident.

The import queue can also be used to import incident dataishsgént by
external teams. The AIRT mail templates provide the abibtynclude incident
data in an XML format that can be parsed by the import queue.r&bult of this
is that the combination of mail templates and import quew®iges a convenient
exchange mechanism for incident data.

3.2 Mail templates

Email is often the preferred medium for communicating witkeenal teams and
end-users. Additionally, many sensors often provide slerthe form of auto-
mated email messages. Consequently, by improving the ggdnewhich email
is processed (both incoming, as well as outgoing), CSIRm®0&ance their over-
all incident response process.

AIRT provides support for outgoing email using templateshe Toutgoing
email system features a context-aware variable expansemthamism and PGP
signing support. The mail template component is contexdravbecause it will
carry over the incident data of the incident that the handleurrently working
on. This is particularly useful in combination with the \asle expansion mecha-
nism. For example, consider figure 4. On the left-hand sideasnail template,
which is expanded on the right-hand side.

AIRT provides a wide range of variables which can be expandesiich a
way. Since email by itself is an unreliable medium, and itignally impossible to
authenticate the origin of a message, AIRT provides opti®Gd signing support.
If an application manager provides a keypair and the lonaifdsnuPG, outgoing
messages may be digitally signed.



WT- CERT has detected that
a conputer known as

@HOSTNAMVE@ [ @ PADDRESS@
contacts honeypot nachi nes at
Til burg University.

--- Begin logfiles ---

@ 0GAd NG@

--- End Logfiles ---

WT- CERT has detected that
a comput er known as

evil . exanpl e.com [ 10. 2. 4. 6]
contacts honeypot nachi nes at
Til burg University.

--- Begin logfiles ---

10.12.14.16
evi | . exanpl e. com

Source ip
Sour ce nane:

--- End Logfiles ---

Figure 4: Email templates

4 AIRT in daily operations

Having described AIRT, the assumptions that were made anddy that it was
designed, this section provides a brief overview of how AiRTised in day-to-
day operations. A typical information flow which results miacident is that the
team is notified of suspicious behavior of one of their no&egh notification can
originate from other teams by means of email, from users anmef a telephone
call, or by one of the larger sensor networks (SpamCop, Mydéathman, etc.).

Using the import queue, reports originating from well-kmosources that pro-
vide computer-parsable reports can be processed autathatiReports enter the
import queue and are visually inspected, after which a detis made whether
or not to accept them as incidents. If so, a new incident iatete with state
‘imported’.

Another common vector for incident creation is to use an I&@sk or host
name as a starting point. If the IP address belongs to a nletivat is managed
by a constituency known to AIRT, new incidents can be creaied they will
be addressed to the correct constituency contacts. If tlaeltiPess belongs to a
network that is not managed by a known constituency, AIRTexiécute a regular
whoi s lookup to find an abuse contact.

For example, consider a common situation as outlined in digur One of
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Figure 5. AIRT usage example

the sensor networks sends a notification of alleged netwoukea The import
gueue processes the report and prepares two incidents.mAnteanber inspects
the queue and discovers the two new reports, of which oneacenadditional
information for an IP address that is already being trackedIRT as incident.
AIRT flags this incident and the team member decides that h#satta add the
information of the report to the existing incident, insteddtreating a new one.
The other incident is indeed new, and the handler decidescepathe incident.

After processing the queue, AIRT will have created a newdewt. The han-
dler decides that the incident is serious enough to procediock the user's
access to the Internet by implementing a null route on theerpand by notifying
the user of his decision with a digitally signed message.TAIRs been configured
to automatically send out such messages when the handiegehthe incident’s
state to ‘blockrequest’ and to push a new configuration tadger. The danger
that is posed by the offending node is now mitigated to aat#etproportions.

Once incidents are created, they become accessible viadiikeent manage-
ment console. The console offers the ability to filter ondiecit state or incident
status, and to sort by any column. As a result, team memberguiekly assess a
situation and determine their tactics accordingly.



5 Reated work

As discussed in section 3.1, AIRT has the ability to impodidents that are de-
livered to it in well-defined XML format. The AIRT import faltiies are meant to
provide interoperability to teams with a desire to autooely exchange incident
data. As a result, the AIRT interface uses a publicly avéelamd open XML
format which hopefully will be adopted as standard by otmeident response
teams.

Before starting the design process of the Extensible Imti&epresentation
Language (XIRL), we specified a number of requirements.

1. XIRL must bemachine readable As a result, XIRL should not have to
worry about formatting or any other human-interface specggquirements;

2. XIRL must beminimal In other words, the language should only contain a
minimal set of attributes for each incident, such as souncktarget, time
of incident, and log information. Some of the common log infation may
be represented by simple constructs, such as source IPsaddogrce port,
target IP address, target port, protocol used, etc.

3. XIRL must containdata only The explicit goal of XIRL is to exchange
incidentdata Any kind of process information which describes the way
that CSIRTSs are dealing with the incident is left out of thegaage.

Rather than trying to re-invent the wheel, we looked at oth#ratives to
see if they could be used. After an initial inventarizationp open standards
were quickly identified and considered; CAIF and IODEF. Botthese standards
were commonly referred to while looking at the combinatibmoident handling,
CSIRTs and XML standards.

The Common Announcement Interchange Format (CAIF) is elgtiveing de-
veloped at the University of Stuttgart. CAIF is an XML-baderdnat to store and
exchange security announcements in a normalized way [C20F5]. Although
the CAIF's focus is on the exchange of security advisoriesam also be used as
a basis to develop new document formats since the set of n@agpddements is
small [Goebel, 2005]. While looking at the requirementsX¢éRL, CAIF turned
out to be a good candidate for integration: it appears toeshalt the goals that
were stated for XIRL, however the standard was not adopt&dRii. After care-
ful consideration we decided that we were not going to useF@la basis for our
work. The most important reason was not lack of functiogabut more in the
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still unstable nature of the CAIF specification. Howevenihg said that, XIRL
is being developed with CAIF in mind, and through using XMlmespaces, it is
possible to combine CAIF data and XIRL data in a common messag

IODEF is a standard data format for computer security infiram exchange
and it is currently under development by the INCH (Incidemindling) working
group of the Internet Engineering Task Force (IETF) [IETB0Z]. The goals of
IODEF are [Jan Meijer, 2004]:

¢ Increased ease to collaborate with other CSIRTSs, on behigdfapnstituency,
to resolve incidents;

¢ Increased automation in the processing of incident datageghe obligation
of security analysts to interpret free-form textual docoiwveill be reduced,;

e Decreased effort in normalizing similar data from differsaurces; and

e A common format on which to build inter-operable tools focigent han-
dling, such as correlation systems that process data frifereht sites.

While these goals do not appear to be conflicting with the X¢feals, careful
analysis of the IODEF format made it clear that it is does ne¢tnthe requirement
of simplicity. IODEF is a specification which allows for aneswhelming number
of XML-elements to describing an incident. It would, for iasce, not be within
the scope of AIRT to be able to describe the impact of an imtiokethe technical
impact, the impact with respect to time, the impact in resp@enoney and the
impact with respect to human life, i.e. the number of deatttda injuries.

A second reason for not adopting this standard, is the fattI®DEF has
not been widely accepted. Had this been the case, the beokfidopting it
as a standard for incident data exchange may have outwetfbddct that the
specification is too large.

A full discussion of XIRL is beyond the scope of this papet Wwe refer the
reader to [Leune, 2005].

6 Futurework

A process is currently on the way to expand the AIRT commuaitg to pro-
vide interoperability with more tools, such as the SURF&$ ttool, Switch’s
netflow analyser NFsen, etc. In addition, we are investiggtiie possibility to
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add S/MIME mail signing and mail encryption to the AIRT-cdeaiture list. An
import filter that converts IDMEF data into the AIRT formatdarrently being
tested, and work on multilingual support is progressing.

7 Summary and conclusions

AIRT has been in use in several incident response team faraoyear. During

that year, the application has gradually grown into a fdtdfied application for
incident response teams that can be used to easily managagngcidents. It

provides teams with tools to quickly assess situations andulate strategies ac-
cordingly. AIRT is most powerful when its import queue is igared in such a

way that automatic reports, such as SpamCop and MyNetWaichaports, are
processed automatically. The original design goal of AlRWéall been met,
and the application has shown to be easily customizabl@fegration in existing

information technology landscapes. AIRT's future lookigbt, as more develop-
ments and community efforts are on their way.
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